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Gain insight in “black box” models like Random Forest by
using Partial Dependence Plots (PDP) and

Individual Conditional Expectations (ICE) Plots

R package: ICEbox
R-Code for paper figures: https://github.com/kapelner/ICEbox



Oultine
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• Explanatory or predictive modeling

• What is the research question?

• Logistic regression model approach for explanation?
- (check goodness of fit)
- gain insight into the model by

- partial residual plots
- partial dependence plots 
- individual conditional expectation plots

• Random Forest model approach for prediction?
- brief reminder on RF
- (check performance)
- gain insight into the model by

- partial dependence plots 
- individual conditional expectation plots
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Project: Complications after intervention

In 207 interventions we observed a complication rate of ~50%). 
Can we model the complication risk?

Binary outcome: complication.6w (0:no, 1:yes)
5 predictors: age, kps, sex, op.indication, admission.source



Do we want a predictive or a descriptive or an explanatory model?
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Cessie – van Houwelingen – Copas – Hosmer unweighted sum of squares test

Hosmer-Lemeshow
goodness of fit test:

sd>0.05

-- quintile

Expected mean probability in quintile groups
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Check goodness of fit for a logistic regression



Partial residual: marginal relation between predictor and outcome
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The partial residuals give insight of the relationship between predictor xi and 
“adjusted outcome”, which is corrected for effect of all other predictors

The partial residuals are a matrix of working residuals of a model, where xi was 
omitted from the model formula.

Here we see the 
partial residuals and a 
fitted linear line as well 
as a smoother. 



Partial dependence plot & ICE plot
show the fitted marginal response
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ICE plot: individual conditional expectation plots.
For each observed covariate set we can predict
the dependence of the outcome on kps:

predict(f.glm, newdata=…)

Classical partial dependence plots (PDPs) 
plots the change in the average predicted 
value as the specified feature(s) vary over 
their marginal distribution.

ICE plots can be generated for all models which have a predict function



ICE plots can reveal interactions which are invisible in PDP plots
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• Simulate 2,000 observations

• Fit a random forest model which allows 
for interaction. 

• Check the PDP and ICE plot for X2

1 2 3

1 2 3

0.2 5   , for X 0
0.2 5   , for X 0

Y X X
Y X X
    
    



Random Forest

Evaluation: For each observation, construct its random forest oob-predictor by 
averaging only the results of those trees corresponding to bootstrap samples in 
which the observation was not contained.

>500
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Random forest model and the resulting oob confusion matrix
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PDP plots are provided by the randomForest package:
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ICE plots are provided by the ICEbox package:

sex:
Blue: male
Red: female

op.indication:
Gold: NPH
Blue: revision
Red: otherH

admission.source:
Violot: other care
Gold: reha
Blue: routine
Red: other hospital
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Centered ICE reveal departure from average tendency

Blue: male
Red: female

Gold: NPH
Blue: revision
Red: otherH

Violot: other care
Gold: reha
Blue: routine
Red: other hospital
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Derivate ICE plots reveal differences in shapes

Blue: male
Red: female

Gold: NPH
Blue: revision
Red: otherH

Violot: other care
Gold: reha
Blue: routine
Red: other hospital
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Comparison of 3 model types based on partial dependency on kps

op.indication:

Gold: NPH
Blue: revision
Red: otherH



Example from the ICEbox paper
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Depression clinical trial (DeRubeis et al., 2014). 
The response variable is the Hamilton Depression Rating Scale.

The goal of the analysis in DeRubeis et al. (2014) is to understand how different 
subjects respond to different treatments (here only two treatments: 0,1), 
conditional on their personal covariates.

The response was modeled best as a function of the 37 covariates as well as 
treatment using the black-box algorithm BART.


