
BBS: Ordinal Transformation Models

• Goal: Combine Deep Learning with statistical models for 
interpretation

• Here: logistic- and ordinal regression
• https://arxiv.org/abs/2010.08376
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Presented by Oliver

https://arxiv.org/abs/2010.08376


Ordinal Data (Examples)

• Amazon Ratings
• Medical ratings

– Reopatiy Score
– Neuroscore

• Wine quality (score between 0 and 10)
– UCI-Data* set (N=4898) from (Cortez et. al. 2009) with 11 covariates like:

• fixed acidity, residual sugar, sulphates, ..., alcohol

• Age group (UKTFace)
– Images as high dimensional features
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«Less than numerical data, more than just classes / categories»



Modeling Distributions with Neural Networks
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X = Images, Text, Tabular Data



Aim: Interpretation 
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Use NN for complex data (e.g. images) combined with a statistical model 

which allows for interpretable coefficients

Today

• Look again at logistic regression as latent variable model

• Interpretable Ordinal Regression model 

• Interpretable Ordinal Regression Models with Neural Networks

• Formulation as transformation model



Logistic regression as 

latent variable model
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Recap: Modelling with logistic regression

Zero / one classification

Want: 𝑝(𝑥) = 𝑃𝑟(𝑌 = 1|𝑥)
Prob. for a O-ring to be defect Y=1 at a given temperature X  

Question: 
• Guess curve?
• Why is p(X) = b +a X (linear regression) wrong? 6



Recap: Logistic Regression

Challenger launch @31 F
Prob. of a failure=0.9997
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Predict if O-Ring is broken, depending on temperature

Determination of the parameters with MaxLike Principle

X

P(
Y=
1|
X)
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p1(x) = P(Y = 1| X = x) = [1+ exp(−β T x)]−1 = exp(β T x)
1+ exp(β T x)

= f (β T x)

z = β0 + β1x



Interpretation with odds

• Probability for event 

– 𝑝 𝑥 = !!"#!$%

"#!!"#!$%

– 𝑜𝑑𝑑𝑠 𝑥 := $ %
"&$ %

= 𝑒'"#'$% ∈ [−∞, + ∞]

– log 𝑜𝑑𝑑𝑠 𝑥 = 𝛽( + 𝛽"𝑥

• Interpretation (odds):
• Examples

• Odds : „Prob for winning“ / „Prob for not winning“ 
• Federer against Nadal 2:1 Two times more likely that Federe wins
• Horse Clever Hans wins 3:1 Three times more likely that Hans wins (vs. 

not winning)
• Odds : „Probability of broken o-ring“ vs. Non-broken

• 8:1

https://www.wincomparator.com/roger-federer-id2930-rafael-nadal-id2905/



Odds ratios

• Q: How does the odds change with 𝑥
• Example Tennis (Federer against Nadal)

– 𝑥 = 0 (not grass) 𝑜𝑑𝑑𝑠 𝑥 = 0 = exp(𝛽!) = 1.2
– 𝑥 = 1 (grass)     𝑜𝑑𝑑𝑠 𝑥 = 1 = exp(𝛽! + 𝛽" ⋅ 1) = 2

– Odds Ratio: 𝑂𝑅#$!→#$" =
&''( #$"
&''( #$!

= exp(𝛽" ⋅ 1) = 2/1.2

– log 𝑂𝑅#$!→#$" = 𝛽" = 2/1.2

• Works also for continuous 𝑥 important is just Δ𝑥 (not absolute value)
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More than one variable
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The  coefficient bk as the log-odds-ratio for 𝑌 = 1 when comparing a situation where 
xk is increases by 1 unit (while fixing all other variables) with the situation before 
increasing xk

1ORk

k kx xeb ® +Þ =

log OR! = log "##$(&!,…,&")*,…,&#)
"##$(&!,…,&",…,&#

=log ,$%⋅,$!&!⋅…⋅,$"(&"(!)…⋅,$#&#

,$%⋅,$!&!⋅…⋅,$"&"…⋅,$#&#
= log 𝑒." = 𝛽!

log odds(𝒙) = 𝛽! + 𝛽"𝑥" +⋯+ 𝛽)𝑥)

Model for cut-point: 𝑝!

ℎ(𝒙)

𝐹!

𝑧



Logistic Regression as latent variable model
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Idea: 
A continuous latent (unobserved) variable z determines the probability to observe 𝑌 = 1

P(Y=1)P(Y=0)

ℎ" = −𝛽! − 𝛽" ⋅ 𝑥 is cut-point 

If the distribution is the logistic distribution, then this latent variable model is the same 
logistic regression. 



Logistic Distribution
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PDF (𝑓*) CDF (𝐹*)

𝐹* 𝑧 =
1

1 + 𝑒+,

𝑓* 𝑧 =
𝑒,

1 + 𝑒, -

ℎ" = −𝛽! − 𝛽" ⋅ 𝑥 is cut-point 

𝑝"(𝑥) = 1 − 𝐹, ℎ" = 1 − "
"./-.!

= "./-.! + "
"./-.!

= /$%($!&

"./$%($!&
= 𝜎(𝛽! + 𝛽"𝑥)

Same as logistic regression 



Ordinal regression 
(more then two levels)
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Goal of ordinal regression

• Get the conditional probability distribution CPD for a given 𝑥.
– 𝑝 𝑦 𝑥

• Simple example 
– 𝑥 alcohol content in wine 
– y=1,2,3 corresponds to bad, medium, good
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y=1 y=2 y=3

𝑝 𝑦 𝑥 Distribution for fixed x



Proportional odds-model*

• Latent variable model can be extended for more than 2 levels

15*Gerhard Tutz. Regression for categorical data, volume 34. Cambridge University Press, 2011 

• In general cut-points modeled via: ℎ! = 𝜗! − 𝑥 ⋅ 𝛽

ℎ" = 𝜗" − 𝑥 ⋅ 𝛽 ℎ- = 𝜗- − 𝑥 ⋅ 𝛽

Cut points move same 
amount fixed 𝛽.

More than a single 𝑥
𝑥 ⋅ 𝛽 → 𝒙𝑻𝜷

bad, medium, good



Proportional odds model (interpretation)

• Since we have more levels, odds are now defined as 

– 𝑜𝑑𝑑𝑠 𝑌 > 𝑦1|𝑥 = 2(456"|#)
2(496"|#)

– Example 𝑘 = 2 odds prob for good / prob less than good

• Changes in odds with 𝑥 again with odds ratio

– 𝑂𝑅# →#." =
&''( 456"|#."
&''( 456"|#

= 𝑒: (not depending on k)

• Example 𝑥 = 𝑎𝑙𝑐𝑜ℎ𝑜𝑙
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bad, medium, good

𝑥 → 𝑥 + 1

• Questions: Does alcohol make the wine taste better?
• What is 𝛽 in ℎ! = 𝜗! − 𝑥 ⋅ 𝛽

bad, medium, good bad, medium, good



Modeling ordinal data with neural 
networks
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Multi-Class classification (MCC)

• Classical deep learner “X-Entropy”
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y=1 y=2 y=3

𝑝 𝑦 𝑥
𝑠"

𝑠-

𝑠;

𝑝1 = 𝑝 𝑦 𝑥 = softmax s< x ∝ 𝑒("(#)



𝛾"

𝛾-

Proportional odds modeling

• Output of the network controls cut-points
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ℎ"(𝛾") ℎ- (𝛾-, 𝛾")

bad, medium, good

Cut-points need to be ordered

ℎ" = 𝛾"
ℎ- = ℎ" + 𝑒=/

In general:

ℎ1 = ℎ" +S
>$-

1

𝑒=0



Training with NLL

• Training data (𝑦 ! , 𝑥(!)), with say level 𝑦 ! =2
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!!

!"

ℎ!(#!) ℎ"	(#", #!)

𝑝 𝑦 𝑥

NLL contribution: green area

NLL contribution: green bar

!!

!"

!#

"$ = " $ % = softmax(s% x )

With a flexible NN, both models can produce the same likelihood. 



Learning speed
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!!

!"

!!

!"

!#

"$ = " $ % = softmax(s% x )



A temptation

• NLL is local, i.e. only the observed (“true”) class enters the NLL.
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ℎ!(#!) ℎ"	(#", #!)

𝑁𝐿𝐿 = −
1
𝑁
Slog(𝑝 𝑦> 𝑥> )

• Say, we have ten classes. True class is 5
• Prediction 6 is as bad as 10 for NLL!
• Is the fair?
• Quadratic Weighted Kappa Loss (QWK)

– De La Torre et al., 2018 



Simple example

• Data Generating Process (DGP)
– Data all x=1(unconditional)
– y=1,2,3 with probability 

p_y=c(0.3,0.4,0.3)
• Network (FC-NN with some hidden 

layers)
• QWK does not yield* DGP

– This is a consequence that QWK is not a 
proper score
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*A distribution of 0.1, 0.8, 0.1 has lower QWK-loss

Use loss functions which are proper scoring rules, if you want to reproduce the DGP.

Standard Deep Learning Classification and the ONTRAM models do reproduce DGP



Intermediate Summary

• Shoehorning the loss function, yield non-probabilistic models 

• Introduced neural ordinal regression models, yield similar likelihood 
compared to standard deep learning approach (maybe a bit better 
training speed)

• So why use them at all?
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Mixing flexibility with interpretability 
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ℎ" = 𝜗" (𝐵) − 𝑥 ⋅ 𝛽 ℎ- = 𝜗- (𝐵) − 𝑥 ⋅ 𝛽

bad, medium, good

The main contribution of ONTRAM is to combine tabular interpretable data 𝑥 (like 
#number of cigarettes) with complex data B like images (chest X-ray) to predict 
ordered y (the severity of cancer after 3 month)



Additive components to the cut-points
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Shift of the cutpoints ℎ1

Betas can be interpretated as log-odds ratios



Results
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Wine Dataset

• 8  levels of wine quality
• 11 predictors (acidity, sugar content,…)

Models
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ℎ!(#!) ℎ"	(#", #!)



Wine Results: I (Comparison with classical methods)
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Polr()  in R (tram package)



Wine Results: II (Comparison Classical vs. Deep Learning)
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Standard NN

20 fold CV



Wine Results III (Classification vs. Probabilistic models)
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• The probabilistic models have similar NLL and are better then hand-crafted QWK 
models for NLL and accuracy.

• QWK better on corresponding loss



UKT-Face
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Image input Data (one random example for each of the 7 age-categories):

Tabular Co-Variates:

- Gender
- Ethnicity
- 10 simulated 

covariates with known 
effect sizes

Ordinal neural network regression to model ordinal outcome is the age-category.

Modeled transformation function:  

https://colab.research.google.com/drive/17p3I2p_PctFptAlQNZOfrHx1YPhyQ5yn#scrollTo=A7lojWmkbmBe

https://colab.research.google.com/drive/17p3I2p_PctFptAlQNZOfrHx1YPhyQ5yn


Models for Images
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X for MCC-x

Class-probabilities (MCC), 𝜗 𝐵 , 𝜂(𝐵)



UKT-Face: Prediction Performance
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Similar performance as standard Multiclass Neural Networks.
But we can recover effects…



UKT-Face: Can, we recover simulated tabular data?
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Recovering the simulated effects.
Practical example. Ongoing…
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Transformers

Meme from: https://www.inference.vc/everything-that-works-works-because-its-bayesian-2/



Transformation models

• Powerful tools to bring many statistical approaches in a unifying 
framework. 
– Numerous examples (tram package and friends) 

• Main Idea, model complex distributions via transformations
• See Lucas’ and Beate’s talks on Transformation models 

https://tensorchiefs.github.io/bbs/

37Image credits: Lucas Kook

https://tensorchiefs.github.io/bbs/


Ordinal regression as transformation model
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Transform 𝑌 = 𝑦1 𝑥 to cut-points ℎ(𝑦1|𝑥) of a latent  variable 𝑍.

Ordinal regression fits in the framework



Summary on ordinal neural transformation network (ontram)

• ONTRAM allows to work with image data and tabular predictors

• ONTRAM has the high prediction performance of DL models

• ONTRAM allows for the same interpretability than statistical ordinal regression 

• 𝐹+=logistic and ℎ 𝑦, 𝑥 = 𝜗,(B) + ∑-."
$ 𝛽- ⋅ 𝑥- leads to log-odds interpretation of 𝛽

• Principles
• The transformation function yields the cutpoints ℎ 𝑦, 𝑥 in the latent variable 𝑍

• The additive parts for the transformation function are determined by NNs

• All NN are jointly trained by minimizing the NLL= ∑/."0 log(𝐿/)

Thank you!

• Generalizations
– Gompertz (instead of logistics)

• For Survival Data 𝜷 log-hazard rate 

– Gaussian (instead of logistics)
• 𝜷 cannot be interpretated on the original scale
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